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Standalone First Level Event Selection Package for
the CBM Experiment

Ivan Kisel, Igor Kulakov, and Maksym Zyzak

Abstract—The main focus of the CBM experiment (FAIR, Ger-
many) is the measurement of very rare probes at interaction rates
of up to 10 MHz. The experiment will operate with a data flow of
up to 1 TB/s and requires full online event reconstruction and se-
lection. This is a task of the First Level Event Selection (FLES).

A standalone FLES package has been developed for the CBM ex-
periment. It contains modules for all reconstruction stages: track
finding, track fitting, short-lived particle finding and selection. Re-
construction of about 50 types of particle decay channels is cur-
rently implemented. The algorithms are local with respect to data
and their implementation is both vectorized (SIMD) and paral-
lelized between CPU cores.

For the track reconstruction the Cellular Automaton (CA) and
the Kalman filter (KF) algorithms are used, that allows to achieve
a high track reconstruction efficiency of up to 97% and a track pa-
rameters quality with 1% momentum resolution. The KF particle
finder has a high efficiency with an optimal signal to background
ratio. The FLES package shows a strong scalability on many-core
systems and a processing speed of 1700 events per second on an
Intel based computer with 80 cores. The investigation was done
based on simulated minimum bias Au-Au UrQMD collisions at
25 AGeV with a realistic detector response.

Index Terms—Data processing, elementary particles, high per-
formance computing, pattern recognition.

I. INTRODUCTION

HE CBM (Compressed Baryonic Matter) experiment

[1] is an experiment being prepared to operate at the
future Facility for Antiproton and Ion Research (FAIR, Darm-
stadt, Germany). Its main focus is the measurement of very
rare probes, that requires interaction rates of up to 10 MHz.
Together with the high multiplicity of charged particles (up
to 1000 particles in central collisions, see Fig. 1) produced
in heavy-ion collisions, this leads to huge data rates of up
to 1 TB/s. Most trigger signatures are complex (short-lived
particles, e.g., open charm decays) and require information
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Fig. 1. A simulated central Au-Au collision at 25 AGeV energy in the CBM
experiment with about 1000 charged particles (different colors correspond to
different types of particles).

from several detector sub-systems. The data acquisition is thus
being designed in a free-running fashion, without a hardware
trigger. Event reconstruction and selection will be performed
online on a dedicated many-core CPU/GPU computer farm.

The First Level Event Selection (FLES) package of the CBM
experiment is intended to reconstruct online the full event
topology including tracks of charged particles and short-lived
particles. The FLES package consists of several modules (the
block diagram is shown on Fig. 2): track finder, track fitter, par-
ticle finder and physics selection. As an input the FLES package
receives a simplified geometry of the tracking detectors and the
hits, which are created by the charged particles crossing the de-
tectors. Tracks of the charged particles are reconstructed by the
Cellular Automaton (CA) track finder [2] using to the registered
hits. The Kalman filter (KF) based track fit [3] is used for precise
estimation of the track parameters. The short-lived particles,
which decay before the tracking detectors, can be reconstructed
via their decay products only. The KF particle finder, which is
based on the KFParticle package [4] is used in order to find and
reconstruct the parameters of short-lived particles by combining
already found tracks of the long-lived charged particles. The
KF particle finder also selects particle-candidates from a large
number of random combinations. In addition, a quality check
module is implemented, that allows to monitor and control
the reconstruction process at all stages. The FLES package is
platform and operating system independent.

The FLES package in the CBM experiment will be performed
for the online selection and the off-line analysis on a dedicated
many-core CPU/GPU farm. The farm is currently estimated to
have a compute power equivalent to 60 000 modern CPU cores.
The FLES algorithms have to be therefore local and parallel
with respect to data and thus require a fundamental redesign of
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the traditional approaches to event data processing in order to
use the full potential of modern and future many-core CPU/GPU
architectures. Massive hardware parallelization has to be ade-
quately reflected in mathematical and computational optimiza-
tion of the algorithms.

One of the efficient features supported by almost all modern
processors is the SIMD (Single Instruction — Multiple Data,
vector operations) instruction set. It allows to pack data values
into a vector register and to work with them simultaneously get-
ting calculations per clock cycle. Therefore the reconstruction
routines have been revised in order to use SIMD.

In addition, the reconstruction algorithms have been paral-
lelized between cores using the Intel Threading Building Blocks
package (ITBB) [5], that provides a scalable event-level paral-
lelism with respect to the number of hardware threads and CPU
cores.

II. PARALLELISM IN THE FLES PACKAGE

The SIMD instruction set provides possibility to perform one
operation on several values simultaneously. Majority of modern
CPUs have 128 bit SIMD registers allowing to pack 4 single pre-
cision floating point values into one vector register. The newest
CPUs have already 256 bit registers that corresponds to 8 values,
and processors with 16 values wide registers are also under
development. That makes utilization of SIMD registers by the
FLES package extremely important. All modules of the FLES
package are vectorized (SIMDized) using specially developed
headers, that keeps the reconstruction algorithms and the low-
level code implementation separated.

The header files overload the SIMD instructions imple-
menting the operands and inlining the basic arithmetic and
logic functions, that makes the code compact and easy readable.
An example of a simple code for calculation of a polynomial
function of the first order, which is written using SSE instruc-
tions, is:

_m128 y = _mm_add ps(mm mul_ps(a,x),b);

IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 60, NO. 5, OCTOBER 2013

The same function, but implemented using the header file, re-
covers the scalar-like form:

fvec y = axx + b;
with overloading

&a,
@b ) |

friend fvec operator + ( const fvec
const fvec
return mm add_ps(a,b); }
&a,
&b ) |

friend fvec operator % ( const fvec
const fvec

return _mmmul ps(a,b); }

in the header file.

Use of the header files provides a simple and flexible SIMD
implementation with respect to different CPU architectures. It
keeps the program code in a scalar-like form, while the CPU
specific SIMD extensions are hidden in the header files, which
can be chosen automatically depending on the CPU type. Also
a header file with the true scalar implementation exists, that al-
lows to make the standard debugging and testing of the code.

Vectorization using the SIMD instruction set is implemented
at all stages of the FLES package. In the CA track finder all
operations with track segments, track candidates and tracks are
vectorized. Vectorization is especially important in the Kalman
filter track fit, which is extensively used in the CA track finder in
order to reliably estimate parameters of the track segments and
quality of the track candidates. Since the tracks are independent,
they can be fitted in parallel by the same algorithm after packing
the corresponding track parameters of four tracks into SIMD
registers (see more details in [3]). They are packed such that,
for instance, x-coordinates of four tracks are represented as a
vector of four elements (i, %41, , Zit2, Tit3 ). Operating with
data in such a way, the data processing remains identical both
for scalar and vector representations.

Modern computer architecture developments are currently
focused on increasing the number of cores rather than the fre-
quency of the processing units, thus forcing the users to exploit
the MIMD (Multiple Instructions — Multiple Data) architecture.
Here the algorithms have to be parallelized between cores in an
efficient and scalable way.

The Intel Threading Building Blocks package (ITBB) [5] is
used in the FLES package for parallelization between cores.
ITBB is a C++ template library, which offers a rich function-
ality for parallel execution on several cores. In order to access
multiple processors, groups of operations are treated here as
tasks. An ITBB program thus creates, synchronizes and destroys
graphs of dependent tasks. Tasks are then executed with respect
to the graph dependencies.

Using the ITBB parallelization, the FLES package demon-
strates a strong many-core scalability at the event-level paral-
lelization, as will be reported in Section VII.

III. CELLULAR AUTOMATON TRACK FINDER

Every track finder must handle a very specific and compli-
cated combinatorial optimization process, grouping together
one- or two-dimensional measurements into five-dimensional
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Fig. 3. A simplified illustration of the Cellular Automaton based track finding
algorithm. Here the tracking stations are shown by the vertical dashed lines, hits
of two different particles are shown by the blue and green circles, the noise hit
is shown by the empty circle. Track segments are shown by the solid lines with
their thickness and color corresponding to a possible position of a segment on
a track.

tracks. The Cellular Automaton (CA) method profits from
building up cells, i.e., short track segments with a higher than
measurements dimensionality, before starting the combinatorial
search [2]. The method is intrinsically local working with data
only in a neighborhood. It provides a steady consolidation of
the track information identified in the course of the algorithm
evolution. In addition, the CA based algorithms can be par-
allelized in order to be implemented on modern and future
many-core CPU/GPU computer architectures.

In the CA method (Fig. 3) first (1) short track segments,
so-called cells, are created. After that the method does not
work with the hits any more but instead with the created track
segments. It puts neighbor relations between the segments
according to the track model here and then (2) one estimates
for each segment its possible position on a track, introducing
in such a way position counters for all segments. After this
process a set of tree connections of possible track candidates
appears. Then one starts with the segments with the largest po-
sition counters (3) and follows the continuous connection tree
of neighbors to collect the track segments into track candidates.
In the last step (4) one sorts the track candidates according to
their length and x2-values and then selects among them the
best tracks.

Some additional modifications are done in the FLES package
in order to reflect the specific features of the CBM experiment.
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Fig. 4. An illustration of the Kalman filter based track fitting algorithm.

The track segments are created from hits in each three consecu-
tive stations to reconstruct the particle momentum. To recover a
possible detector inefficiency, hits in the track segments can be
also separated by one inefficient station. The track finding pro-
cedure is organized in several iterations to make the reconstruc-
tion fast and reliable in presence of a high track density: at the
first iteration only high-momentum primary tracks are recon-
structed, at the second one — low-momentum primary tracks,
and then — all other tracks. After each iteration all used hits are
removed from further consideration, thus significantly reducing
the combinatorics, which is extremely high due to the use of
double-sided strip detectors.

IV. KALMAN FILTER TRACK FITTER

The estimation (or fit) of the track parameters and their er-
rors is done by the Kalman Filter (KF) method [3]. The Kalman
filter (1) starts with an arbitrary initial approximation (Fig. 4);
(2) adds hits one after the other; (3) refines the state vector and
gets the optimal values of the track parameters after the last hit.

The Kalman filter is intensively used in the combinatorial
part of the CA track finder, therefore its fast implementation on
modern CPU/GPU computer systems and stability in single pre-
cision are crucial.

Starting from the idea of using the SIMD unit of modern pro-
cessors, the KF track fitting algorithm was examined aiming
to increase the speed of the CA track finder as a part of the
FLES event reconstruction. After the detailed optimization of
the memory utilization and the numerical analysis, the KF algo-
rithm had been vectorized [3]. To optimize the memory usage,
a magnetic field approximation is used for particle propagation
instead of the full magnetic field map, which takes about 70 MB
and therefore does not fit into the CPU cache memory. The mag-
netic field is approximated with a polynomial function of fifth
order at each detector station. During the fit of a track the field
behavior between the stations is approximated with a parabola
taking field values at the three closest measurements along the
track. To stabilize the fit, an initial approximation of the track
parameters is done by the least square estimator assuming a
one-component magnetic field. The first measurement is pro-
cessed in a special way, which increases the numerical stability
of the method in single precision: the equations were simpli-
fied analytically using a special form of the initial covariance
matrix. The track propagation in the nonhomogeneous mag-
netic field is done by an analytic formula, which is based on the
Taylor expansion [6]. The analytic formula allows to obtain the
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Fig. 5. Efficiency of the track reconstruction for minimum bias Au-Au colli-
sions at 25 AGeV.

TABLE I
TRACK RECONSTRUCTION EFFICIENCY FOR MINIMUM BIAS AND
CENTRAL EVENTS

Efficiency, %
mbias  central
All tracks 88.5 88.3
Primary high-p tracks 97.1 96.2
Primary low-p tracks 90.4 90.7
Secondary high-p tracks 81.2 81.4
Secondary low-p tracks 51.1 50.6
Clone level 0.2 0.2
Ghost level 0.7 1.5
Reconstructed tracks/event 120 591
Time/event/core 82 ms 57 ms

same track fit quality as the standard fourth order Runge-Kutta
method, while being 40% faster. Operator overloading has been
used to keep flexibility of the algorithm with respect to different
CPU/GPU architectures. All these changes have increased the
processing speed of the SIMD KF track fit algorithm down to
1 us per track. This is an improvement by a factor 10000 with
respect to the original scalar version of the algorithm [3].

V. PERFORMANCE OF THE TRACK RECONSTRUCTION

For evaluation purposes a reconstructed track is assigned to
a generated particle, if at least 70% of its hits have been caused
by this particle [2]. A generated particle is regarded as found,
if it has been assigned to at least one reconstructed track. If the
particle is found more than once, all additionally reconstructed
tracks are regarded as clones. A reconstructed track is called a
ghost, if it is not assigned to any generated particle according to
the 70% criterion.

Efficiency of the track reconstruction for minimum bias
Au-Au UrQMD (Ultra relativistic Quantum Molecular Dy-
namics) simulated collisions at 25 AGceV is presented on
Fig. 5. In addition the track reconstruction efficiencies for
different sets of tracks and ratios of clones (double found) and
ghost (wrong) tracks are shown in Table I. The tests have been
performed on a server with Intel Xeon E7-4860 CPUs.
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The majority of signal tracks (decay products of D-mesons,
charmonium, light vector mesons) are particles with momentum
higher than 1 GeV/c originating from the region very close to
the collision point. Their reconstruction efficiency is, therefore,
similar to the efficiency of high-momentum primary tracks that
is equal to 97.1%. The high-momentum secondary particles,
e.g., in decays of K and A particles and cascade decays of =
and 2, are created far from the primary vertex, therefore their
reconstruction efficiency is lower — 81.2%. Significant mul-
tiple scattering of low-momentum tracks in the material of the
detector system and large curvature of their trajectories lead to
lower reconstruction efficiencies of 90.4% for primary tracks
and of 51.1% for secondary low-momentum tracks. The total ef-
ficiency for all tracks is 88.5% with a large fraction of low-mo-
mentum secondary tracks. The levels of clones (double found
tracks) and of ghost (wrong) tracks are 0.2% and 0.7% respec-
tively. The reconstruction efficiency for central events is also
given in the Table in order to show the stable behavior of the
CA track finder with respect to the track multiplicity.

The CBM experiment is an experiment with a forward ge-
ometry along Z-axis and, therefore, has a typical set of tracks
parameters: x and y track coordinates at a reference z-plane,
t, = tanf, and ¢, = tan§, are the track slopes in the X 7-
and Y Z-planes, ¢/p is an inverse particle momentum, signed
according to the charge of a particle.

Residuals of the track parameters are determined as a dif-
ference between the reconstructed parameters and their true
Monte-Carlo values. The normalized residuals (pulls) are de-
termined as the residuals normalized by the estimated errors of
the track parameters. In the ideal case these should be unbiased
and Gaussian distributed with width of 1.0. Thus the pull
distributions provide a measure of the track fit quality.

The residuals and the pulls for all track parameters are cal-
culated at the first hit of each track. The distributions for the
x, t, and ¢/p parameters together with their Gaussian fits are
shown on Fig. 6 (the results for y and #,, are similar). All distri-
butions are not biased with pulls widths close to 1.0 indicating
correctness of the fitting procedure. The slight deviations from
1.0 are caused by several assumptions made in the fitting pro-
cedure, mainly in the part of the detector material treatment.
The ¢/p pull is the widest being the most sensitive to these
simplifications.

The high track finding efficiency and the track fit quality are
crucial, especially for reconstruction of the short-lived particles,
which are of the particular interest for the CBM experiment.
The reconstruction efficiency of short-lived particles depends
quadratically on the daughter track reconstruction efficiency in
case of two-particle decays. The situation becomes more sensi-
tive for decays with three daughters and for decay chains. The
level of a combinatorial background for short-lived particles de-
pends strongly on the track fit quality. The correct estimation of
the errors on the track parameters improves distinguishing be-
tween the signal and the background particle candidates, and
thus to suppress the background. The ghost (wrong) tracks usu-
ally have large errors on the track parameters and therefore are
easily combined with other tracks into short-lived particle can-
didates, thus a low level of ghost tracks is also important to keep
the combinatorial background low. As a result, the high track
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Fig. 6. Residuals and pulls distributions of the z (43.2 pm, 1.12) , ¢, (0.30
mrad, 1.18) and ¢/p (0.93%, 1.32) track parameters.

reconstruction efficiency and the low level of the combinatorial
background improve significantly the event reconstruction and
selection by the FLES package.

VI. RECONSTRUCTION OF SHORT-LIVED PARTICLES WITH
THE KF PARTICLE FINDER

Reconstruction of short-lived particles, which are not regis-
tered in the detectors, but can be reconstructed by their daughter
products, is important for the success of the whole experiment.
The KFParticle [4] software package for the reconstruction of
short-lived particles has been developed such that all parameters
of the particles are provided in the most suitable form for the
final physics analysis. The state vector of the parameters con-
tains three coordinates (z, y and z), three components of the
momentum (p,,, py and p.) and the energy (F). These parame-
ters are traditionally used in physics for description of a moving
particle, that makes the KFParticle package geometry and ex-
periment independent. KFParticle is based on the Kalman filter
method, therefore it provides an estimation of the particle pa-
rameters together with the covariance matrix. The package pro-
vides also an easy access to important physical quantities of a
particle such as mass, decay length, lifetime, momentum, trans-
verse momentum, rapidity, etc. together with their errors. The
errors are calculated based on the covariance matrix of the state
vector of the particle parameters. The KFParticle package treats
all particles (long-lived as well as short-lived) in the same way,
therefore the reconstruction of decay chains is straightforward
within the package.
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The fit of a short-lived particle is implemented iteratively.
The KFParticle package starts with an initial approximation of
the secondary vertex, adds particles one after another, refines the
state vector and gives the optimal values after the last particle.
If the initial approximation is not known precisely enough, the
procedure can be repeated several times using the obtained state
vector as the initial approximation for the next iteration.

Since the speed of the algorithms is crucial for the FLES
package, KFParticle has been also fully vectorized and imple-
mented in single precision. To optimize the memory usage in the
package, the magnetic field approximation is used for the par-
ticle propagation instead of the full magnetic field map in the
same way as for the Kalman filter (Section I'V).

Based on the KFParticle package the KF particle finder has
been developed. At the first stage all tracks of the charged
particles, which are found by the CA track finder, are di-
vided into two groups: primary and secondary tracks. Strange,
multi-strange and open-charm particles are constructed from the
secondary tracks taking into account the corresponding mass
assumptions for the tracks. Combining the obtained strange
and open-charm particles with the primary tracks, strange,
multi-strange and open-charm resonances are constructed. The
primary tracks with the corresponding mass hypothesis are
combined into strange resonances (which decay into charged
long-lived particles), light vector mesons and charmonium. The
search of in total about 50 decay modes of short-lived particles
is currently implemented in the KF particle finder. Taking into
account the topology of the decay and 2 criteria, the particle
candidates are then selected and stored.

The search for the short-lived particles is done in one go, thus
minimizing access to the memory. Together with the optimiza-
tion and vectorization of the code this allows to achieve a high
speed even in a presence of a huge combinatorics. The speed
of the KF particle finder per core on a server with Intel Xeon
E7-4860 CPUs is 1.4 ms per minimum bias Au-Au collision
and 10.5 ms per central Au-Au collision at 25 AGcV.

The KF particle finder package provides the reconstruction
efficiency and the signal to background (S/B) ratio for the recon-
structed decays. For instance, for 1000 minimum bias Au-Au
UrQMD events at 25 AGcV the reconstruction efficiency (nor-
malized on 4) for the K meson is 11.3% with the S/B ratio
1.15 and for the A hyperon — 9.2% and 2.14 respectively. The
mass distributions of K¥ and A particles are shown on Fig. 7.
Since the online version of the KFParticle package differs only
in details of the parallel implementation from the off-line ver-
sion, they both produce, therefore, consistent results for other
decay channels.

VII. SCALABILITY OF THE FLES PACKAGE

Four servers with Intel Xeon E7-4860, L5640 and X5550 pro-
cessors and with AMD 6164EH processor have been used for
the scalability tests (Table II). The AMD server has 4 processors
with 12 physical cores each, in total 48 cores. All Intel proces-
sors have the hyper-threading technology, therefore each phys-
ical core has two logical cores. The most powerful Intel server
has 4 processors with 10 physical cores each, that gives 80 log-
ical cores in total.
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Au-Au UrQMD collisions at 25 AGeV .

TABLE II
SERVERS FOR THE SCALABILITY TESTS

Processor Clock, | L3 Cache, Number Total number
GHz MB of CPUs of cores

Intel E7-4860 2.27 24 4 80

AMD 6164EH 1.7 12 4 48

Intel L5640 227 12 2 24

Intel X5550 2.66 8 2 16

The FLES package has been parallelized with ITBB imple-
menting the event-level parallelism by executing one thread per
one logical core. Reconstruction of 1000 minimum bias Au-Au
UrQMD events at 25 AGc¢V has been processed per each thread.
In order to minimize the effect of the operating system each
thread is fixed to a certain core using the pthread functionality
provided by the C++ standard library. Fig. 8 shows a strong scal-
ability for all many-core systems achieving the reconstruction
speed of 1700 events per second on the 80-cores server.

VIII. CONCLUSION

The standalone FLES package has been developed for the
CBM experiment. It contains track finding, track fitting, short-
lived particles finding and physics selection. The Cellular Au-
tomaton and the Kalman filter algorithms are used for finding
and fitting tracks, that allows to achieve a high track reconstruc-
tion efficiency up to 97% and the track parameters quality with
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Fig. 8. Scalability of the FLES package on many-core servers.

1% of the momentum resolution. Reconstruction of about 50
decay channels of short-lived particles is currently implemented
in the KF particle finder. The package shows a high reconstruc-
tion efficiency with an optimal signal to background ratio. For
instance, the reconstruction efficiencies of 11.3% and 9.2% are
achieved for KV and A particles with the signal to background
ratios of 1.15 and 2.14 respectively.

The FLES package is portable to different many-core CPU
architectures. The package is vectorized using SIMD instruc-
tions and parallelized between CPU cores. All algorithms are
optimized with respect to the memory usage and the speed. The
FLES package shows a strong scalability on the many-core CPU
systems and the processing and selection speed of 1700 events
per second on a server with 80 Intel cores.
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